Partial enumeration of minimal transversals of a hypergraph
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Abstract. In this paper, we propose the first approach to deal with enumeration problems with huge number of solutions, when interestingness measures are not known. The idea developed in the following is to partially enumerate the solutions, i.e. to enumerate only a representative sample of the set of all solutions. Clearly many works are done in data sampling, where a data set is given and the objective is to compute a representative sample. But, to our knowledge, we are the first to deal with sampling when data is given implicitly, i.e. data is obtained using an algorithm. The experiments show that the proposed approach gives good results according to several criteria (size, frequency, lexicographical order).

1 Introduction

Most of problems in data mining ask for the enumeration of all solutions that satisfy some given property [1, 10]. This is a natural process in many applications, e.g. marked basket analysis [1] and biology [2] where experts have to choose between those solutions. An enumeration problem asks to design an output-polynomial algorithm for listing without duplications the set of all solutions. An output-polynomial algorithm is an algorithm whose running time is bounded by a polynomial depending on the sum of the sizes of the input and output.

There are several approaches to enumerate all solutions to a given enumeration problem. Johnson et al. [13] have given a polynomial-time algorithm to enumerate all maximal cliques or stables of a given graph. Fredman and Khachiyan [7] have proposed a quasi-polynomial-time algorithm to enumerate all minimal transversal of an hypergraph. For enumeration problems the size of the output may be exponential in the size of the input, which in general is different from optimization problems where the size of the output is polynomially related to the size of the input. The drawback of the enumeration algorithms is that the number of solutions may be exponential in the size of the input, which is infeasible in practice. In data mining, some interestingness measures or constraints are used to bound the size of the output, e.g. these measures can be explicitly specified by the user [8]. In operation research, we use quality criteria in order to consider appropriate decision [21].

In this paper, we deal with enumeration problems with huge number of solutions, when interestingness measures are not known. This case happens when
the expert has no idea about data and knowledges that are looking for. The objective is to enumerate only a representative sample of the set of all solutions. Clearly many works are done in data sampling, where are given a data set and the objective is to compute a representative sample. To our knowledges, this idea is new for sampling when data is given implicitly, i.e. data is obtained using an algorithm. One can use the naive approach which first enumerates all the solutions and then applies sampling methods, which is not possible for huge number of solutions.

To evaluate our approach, we consider a challenging enumeration problem, which is related to mining maximal frequent item sets [1,10], dualization of monotone boolean functions [5] and other problems [10]. We applied our approach to several instances of transversal hypergraphs [17,20], and obtain good results.

2 Related works

Golovach et al. [9] have proposed an algorithm to enumerate all minimal dominating sets of a graph. First they generate maximal independent sets and then apply a flipping operation to them to generate new minimal dominating sets, where the enumeration of maximal independent sets is polynomial. Clearly, a relaxation of the flipping operation leads to a partial enumeration since the number of minimal dominating sets can be exponential in the number of minimal independent sets, e.g. cobipartie graphs. Jelassi et al.[12] and Raynaud et al.[19] have considered some kind of redundancy in hypergraphs like twin elements to obtain a concise representation. Their ideas can avoid the enumeration of similar minimal transversals of an hypergraph.

3 Transversal hypergraph enumeration

A hypergraph $H = (V, E)$ consists of a finite collection $E$ of sets over a finite set $V$. The elements of $E$ are called hyperedges, or simply edges. An hypergraph is said simple if for any $E, E' \in E$ $E \not\subseteq E'$. A transversal (or hitting set) of $H$ is a set $T \subseteq V$ that intersects every edge of $E$. A vertex $x$ in a transversal $T$ is said to be redundant if $T \setminus \{x\}$ is still a transversal. A transversal is minimal if it does not contain any redundant vertex. The set $T$ of all minimal transversal of $H = (V, E)$ constitutes together with $V$ also a hypergraph $Tr(H) = (V, T)$, which is called the transversal hypergraph of $H$. We denote by $k = \sum_{E \in \mathcal{E}} |E|$.

Example 1. Consider the hypergraph $H = (V, \mathcal{E})$: $V = \{1, 2, 3, 4, 5\}$ and $\mathcal{E} = \{E_1, E_2, E_3\}$ with $E_1 = \{1, 3, 4\}$, $E_2 = \{1, 3, 5\}$ and $E_3 = \{1, 2\}$. The set of all minimal transversals is $T = \{\{1\}, \{2, 3\}, \{2, 4, 5\}\}$ and $k = 3 + 3 + 2 = 8$

Given a simple hypergraph $H = (V, \mathcal{E})$, the transversal hypergraph enumeration problem concerns the enumeration without repetitions of $Tr(H)$. This problem has been intensively studied due to its link with several problems isuch as
data mining and learning [3, 4, 11, 15, 18]. Recently, Kante et al. [14] have shown that the enumeration of all minimal transversals of an hypergraph is polynomially equivalent to the enumeration of all minimal domination sets of a graph. It is known that the corresponding decision problem belongs to coNP, but still open whether there exists an output-polynomial-time algorithm.

4 Partial transversal hypergraph enumeration

We introduce the partial (or incomplete) search algorithm for enumerating minimal transversals of an hypergraph $\mathcal{H}$. The search space is the set of all transversals which is very large. The strategy is divided into two steps:

- The initialization procedure considers a transversal $T$ of $\mathcal{H}$ and then applies a reduction (at random) algorithm to $T$ in order to obtain a minimal transversal $T_m$ of $\mathcal{H}$. This step is detailed in section 4.1.
- The local search algorithm considers a minimal transversal $T_m$ and then applies local changes to $T_m$ in which we add and delete vertices according to some ordering of the vertices. This step is detailed in section 4.2.

These steps are repeated for at most $k$ transversals depending on the input hypergraph $\mathcal{H}$. Figure 1 illustrates the proposed approach.

4.1 Initialization

Let $\mathcal{H}(V, E)$ be the input hypergraph, $E \in E$ and $x \in E$. The initialization step starts with the transversal $(V \setminus E) \cup \{x\}$ and then applies a reduction

Fig. 1. Approach to partial enumeration of minimal transversals
algorithm to obtain a minimal transversal. The following property shows that
the set $(V \setminus E) \cup \{x\}$ is a transversal and any minimal transversal contained in
$(V \setminus E) \cup \{x\}$ contains the vertex $x$.

**Property 1.** Let $H = (V, E)$ be a simple hypergraph, $E \in \mathcal{E}$ and $x \in E$. Then
$(V \setminus E) \cup \{x\}$ a transversal of $H$. Moreover, any minimal transversal $T \subseteq (V \setminus E) \cup \{x\}$ will contain $x$.

**Proof.** Let $H = (V, E)$ be a simple hypergraph and $E' \in E$ with $E \neq E'$. Since
$H$ is simple then there exists at least one element $y \in E'$ such that $y \not\in E$. So
$y \in (V \setminus E)$ and thus $E' \cap (V \setminus E) \neq \emptyset$. We conclude that $(V \setminus E) \cup \{x\}$ is a
transversal since $x \in E$.

Now let $T \subseteq (V \setminus E) \cup \{x\}$ be a minimal transversal. Then $E \cap (V \setminus E) \cup \{x\} = \{x\}$ and thus $x$ must belong to $T$ otherwise $T$ does not intersect $E$. □

According to property 1, we can apply the initialization procedure to any
pair $(x, E)$ where $E \in \mathcal{E}$ and $x \in E$. In other words, the initialization is applied
to at most $k$ transversals of $H$ as shown in Algorithm 1.

**Algorithm 1: Initialization**

**Input**: A hypergraph $H(V, E)$ and $\sigma$ an ordering of $V$

**Output**: A sample of minimal transversals

```
begin
    STRANS = \emptyset;
    for $E \in \mathcal{E}$ do
        for $x \in E$ do
            $T = (V \setminus E) \cup \{x\}$;{Initial transversal}
            $T_m = \text{Reduce}(T, \sigma)$;
            $\text{STRANS} = \text{STRANS} \cup \{T_m\}$;
        return(STRANS);
```

Now we describe the reduction process, which takes a transversal $T$ and
a random ordering $\sigma$ of $V$ and returns a minimal transversal $T_m$. Indeed, we
delete vertices from $T$ according to the ordering $\sigma$ until we obtain a minimal
transversal.

**Algorithm 2: Reduce$(T, \sigma)$**

**Input**: A transversal $T$ and an ordering $\sigma = \sigma_1...\sigma_{|V|}$ of the vertices of $H$.

**Output**: A minimal transversal

```
for $i = 1$ to $|V|$ do
    if $T \setminus \{\sigma_i\}$ is a transversal then
        $T \leftarrow T \setminus \{\sigma_i\}$;
return($T$);
```
Example 2 (continued). Suppose we are given the hypergraph in example 1 and \(\sigma = (1, 2, 3, 4, 5)\) for the input to Algorithm 1. First, it takes the hyperedge \(E = \{1, 3, 4\}\) and for \(x = 1\) we obtain the minimal transversal \(\{1\}\), for \(x = 3\) we obtain \(\{2, 3\}\) and for \(x = 4\) we obtain \(\{2, 4, 5\}\). Then the algorithm continue with the hyperedges \(\{1, 3, 5\}\) and \(\{1, 2\}\). Finally the algorithm returns \(STRANS = \{\{1\}, \{2, 3\}, \{2, 4, 5\}\}\), i.e. the other iterations do not add new minimal transversals.

**Theorem 1.** Algorithm 1 computes at most \(k\) minimal transversals of an input hypergraph \(H = (V, E)\).

**Proof.** The initialization procedure considers at most \(k\) minimal transversals of \(H\). Since a minimal transversal can be obtained several times, the result follows. \(\square\)

The following proposition shows that any minimal transversal of the hypergraph \(H = (V, E)\) can be obtained using the initialization procedure. Indeed, the choice of the ordering \(\sigma\) is important in the proposed strategy.

**Proposition 1.** Let \(H = (V, E)\) be an hypergraph and \(T\) be a minimal transversal of \(H\). Then, there exists a total order \(\sigma, E \in E\) and \(x \in E\) such that \(T = Reduce((V \setminus E) \cup \{x\}, \sigma)\).

**Proof.** Let \(T\) be a minimal transversal of \(H = (V, E)\). Then there exists at least one hyperedge \(E \in E\) such that \(T \cap E = \{x\}\), \(x \in V\), otherwise \(T\) is not minimal. Thus \(T \subseteq (V \setminus E) \cup \{x\}\). Now, if we take the elements that are not in \(T\) before the elements in \(T\) in \(\sigma\), the algorithm \(Reduce((V \setminus E) \cup \{x\}, \sigma)\) returns \(T\). \(\square\)

The initialization procedure guarantees that for any vertex \(x \in V\) at least one minimal transversal containing \(x\) is listed. The experiments in section 5, shows the sample of minimal transversals obtained by the initialization procedure is a representative sample of the set of all minimal transversals.

### 4.2 Local search algorithms

The local search algorithm takes each minimal transversal found in the initialization step and searches for new minimal transversals to improve the initial solution. The search of neighbors is based on vertices orderings.

Let \(H = (V, E)\) be an hypergraph and \(x \in V\). We define the frequency of \(x\) as the number of minimal transversals of \(H\) containing \(x\). The algorithm takes a minimal transversal \(T\) and a bound \(Nmax\) which bounds the number of iterations and the number of neighborhoods generated by \(T\). Each iteration of the while loop, starts with a minimal transversal \(T\) and computes two orderings as follows:

- \(\sigma^c\) is an ordering according to the increasing order of frequency of vertices in \(V \setminus T\) in minimal transversals already obtained by the current call. This ordering has a better coverage of the solution set, i.e. by keeping the rarest vertices in the transversals.
– $\sigma$ is a random ordering of the vertices in $T$.

### Algorithm 3: Neighboor($T, N_{max}$)

**Input**: A minimal transversal $T$ of $\mathcal{H} = (V, E)$ and an integer $N_{max}$

**Output**: A set of minimal transversals

1. $Q = T$;
2. $i = 1$;
3. while $i \leq N_{max}$ do
   1. $\sigma^c \leftarrow$ the set $V \setminus T$ sorted in increasing order of frequency of vertices in minimal transversals in $Q$;
   2. $\sigma \leftarrow$ sort $T$ at random;
   3. Add elements the elements in $\sigma^c$ to $T$ until a vertex $x \in T \setminus \sigma^c$ becomes redundant in $T$;
   4. $T = \text{Reduce}(T, \sigma)$;
   5. $Q = Q \cup \{T\}$;
   6. $i = i + 1$;
4. return($Q$);

Now we give the global procedure of the proposed approach.

### Algorithm 4: Global procedure for partial enumeration of minimal transversals

**Input**: An hypergraph $\mathcal{H} = (V, E)$ and an integer $N_{max}$

**Output**: A sample of minimal transversals of $\mathcal{H}$

1. $\sigma = \text{choose a random ordering of } V$;
2. $\text{STRAN} = Q = \text{Initialization}(\mathcal{H}, \sigma)$;
3. while $Q \neq \emptyset$ do
   1. $T = \text{choose a minimal transversal } T$ in $Q$;
   2. $\text{STRANS} = \text{STRANS} \cup \text{Neighboor}(T, N_{max})$;
4. return($\text{STRANS}$);

In the following, we describe experiments to evaluate the results that have been obtained.

### 5 Experimentation

The purpose of the experiments is to see if the proposed approach allow us to generate a representative set of solutions. For this reason, we have conducted the experiments on two different classes of hypergraphs (see [20]) for which the number of minimal transversals is huge compared to the size of the input. We use Uno’s Algorithm SHD (Sparsity-based Hypergraph Dualization, ver. 3.1) [20], to enumerate all minimal transversals. The experiments are done using linux CentOS cpu Intel Xeon 3.6 GHz and C++ language.

In the following, we denote $\mathcal{T}_{\text{partial}}$ the set of minimal transversals generated by Algorithm 4, and $\mathcal{T}_{\text{exact}}$ the set of all minimal transversals. First, we analyze
the percentage $\frac{T_{\text{partial}}}{T_{\text{exact}}}$ and then we evaluate the representativeness of the sample $T_{\text{partial}}$.

### 5.1 The size of $T_{\text{partial}}$

We will distinguish between minimal transversals that are obtained using Algorithm 1 (or the initialization procedure) and those that are generated using the local search. For these tests we set the maximal number of neighbors $N_{\text{max}}$ to 3.

Tables 1 and 2 show the results for the two classes of hypergraph instances, namely "lose" and random "p8".

The first three columns have the following meaning:
- *instance*: instance name.
- *instance size*: the size of the instance (number of edges $\times$ number of vertices).
- *total # of transv.*: the exact number of minimal transversals $|T_{\text{exact}}|$.

The second (resp. last) three columns give the results for the initialization procedure (resp. Global algorithm):
- *# transv. found*: the number of minimal transversals found.
- *% transv. found*: the percentage of minimal transversals found.
- *cpu (s)*: the run time in seconds

<table>
<thead>
<tr>
<th>instance</th>
<th>instance size</th>
<th>total # of transv.</th>
<th># transv. found</th>
<th>% transv. found</th>
<th>cpu (s)</th>
<th># transv. found</th>
<th>% transv. found</th>
<th>cpu (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lose100.dat</td>
<td>100 * 76</td>
<td>2341</td>
<td>529</td>
<td>22.6</td>
<td>&lt;0.1</td>
<td>1256</td>
<td>53.3</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>lose200.dat</td>
<td>200 * 76</td>
<td>22760</td>
<td>806</td>
<td>3.5</td>
<td>&lt;0.1</td>
<td>2621</td>
<td>11.5</td>
<td>0.1</td>
</tr>
<tr>
<td>lose400.dat</td>
<td>400 * 78</td>
<td>33087</td>
<td>1374</td>
<td>4.2</td>
<td>&lt;0.1</td>
<td>4508</td>
<td>13.6</td>
<td>0.3</td>
</tr>
<tr>
<td>lose800.dat</td>
<td>800 * 80</td>
<td>79632</td>
<td>3142</td>
<td>4.0</td>
<td>&lt;0.1</td>
<td>10252</td>
<td>12.9</td>
<td>1.2</td>
</tr>
<tr>
<td>lose1600.dat</td>
<td>1600 * 80</td>
<td>217261</td>
<td>7475</td>
<td>3.5</td>
<td>0.3</td>
<td>23929</td>
<td>11.3</td>
<td>4.8</td>
</tr>
<tr>
<td>lose3200.dat</td>
<td>3200 * 80</td>
<td>2396735</td>
<td>19193</td>
<td>0.8</td>
<td>1.6</td>
<td>66269</td>
<td>2.8</td>
<td>26.3</td>
</tr>
<tr>
<td>lose6400.dat</td>
<td>6400 * 80</td>
<td>4707877</td>
<td>36295</td>
<td>0.8</td>
<td>9.0</td>
<td>136109</td>
<td>2.9</td>
<td>349.0</td>
</tr>
<tr>
<td>lose12800.dat</td>
<td>12800 * 84</td>
<td>16405082</td>
<td>81946</td>
<td>0.5</td>
<td>38.7</td>
<td>295847</td>
<td>1.8</td>
<td>1146.8</td>
</tr>
<tr>
<td>lose.dat</td>
<td>16635 * 84</td>
<td>39180613</td>
<td>117417</td>
<td>0.3</td>
<td>67.4</td>
<td>427417</td>
<td>1.1</td>
<td>1524.1</td>
</tr>
</tbody>
</table>

**Table 1.** Results for all "lose" instances

According to these tests, we can see that the percentage of minimal transversals found using the initialization procedure is very low, but it decreases as far as the size of $T_{\text{exact}}$ increases. Clearly, this percentage is strongly related to the input. Indeed, the number $k$ (entropy) of the hypergraph increases according to the size of the input hypergraph. We can also see that the local search increases significantly the number of solutions found by a factor 2 to 2.5 approximatively.
But it remains coherent with the chosen value $N_{max} = 3$. It argues that the local search finds other transversals that are not found either by the initialization procedure nor previous local search. Notice that the parameter $N_{max}$ can be increased whenever the size of $T_{partial}$ is not sufficient.

### 5.2 The representativeness of $T_{partial}$

To evaluate the representativeness of $T_{partial}$, we consider three criteria:

- Size of the minimal transversals in $T_{partial}$.
- Frequency of vertices in $T_{partial}$.
- Lexicographical rank of the minimal transversals in $T_{partial}$.

Each criteria is illustrated using a bar graph for two instances from different classes. The bar graphs in figures 2 and 3 are surprising. Indeed the bar graphs vary nearly in the same manner with respect to the initialization and the local search algorithm for all the considered criteria.

Figures 2(a) 3(a) show that the percentage of minimal transversals of each size (found either by the initialization procedure and local search) fits the percentage of all minimal transversals that are found.

Figures 2(b) and 3(b) show that the same analysis holds when ordering minimal transversals lexicographically (e.g. based on a total ordering of vertices). Clearly, the lexicographical rank of a minimal transversal belongs to the interval $[1..2|V|]$. For visualization aspect, we divide this interval into $|V|$ subintervals, where the subinterval $i$ contains the number of minimal transversals with a rank $r \in [2i|V|, 2(i+1)|V|]$, ($i = 0, \ldots, |V| - 1$).

Figures 2(c) and 3(c) confirm this behavior when considering frequency of vertices. Indeed, frequency of vertices in minimal transversals in $T_{partial}$ is the same when considering all minimal transversals, i.e., the set $T_{exact}$.
Fig. 2. The bar graph for "lose100": a) number of minimal transversals per size b) number of minimal transversals according the lexicographical rank; c) Frequency of vertices in minimal transversals.

Fig. 3. The bar graph for "p8.200": a) number of minimal transversals per size; b) number of minimal transversals according the lexicographical rank; c) Frequency of vertices in minimal transversals.
Fig. 4. Visualizing the solutions space of "lose100". The abscissa is given by the size of the transversal (transversals of the same size are spread out using a norm) and the ordinate corresponds to the frequency of its vertices.

Fig. 5. Visualizing the solutions space of "p8_200". The abscissa is given by the size of the transversal (transversals of the same size are spread out using a norm) and the ordinate corresponds to the frequency of its vertices.
Figures 4 and 5 show that the set $T_{\text{partial}}$ is also representative even when considering minimal transversals with the same size. Indeed, minimal transversals having the same size are spread out using a norm. We notice that the points corresponding to minimal transversals in $T_{\text{partial}}$ are scattered in the image.

This experiment allows us to conclude that the sample $T_{\text{partial}}$ produced by Algorithm 4 is representative relatively to the criteria under consideration. Other results can be found in http://www2.isima.fr/~toussain/

6 Conclusion and discussions

We are convinced that the initialization procedure is the most important in this approach. Indeed, the set of minimal transversals obtained using this procedure is a representative sample, since it guarantees that for any vertex of the hypergraph there is at least one minimal transversal which contains it (see property 1). Moreover, the local search procedure can be used to increase the number of solutions, and as we have seen in the experiments, it keeps the same properties as the initialization procedure.

We hope that this approach improves enumeration in big data and will be of interests to the readers to investigate heuristics methods [6] for enumeration problems.

This paper opens new challenges related to partial and approximate enumeration problems. For example, given an hypergraph $H = (V, E)$, is there an algorithm that for any given $\varepsilon$, it enumerates a set $T_{\text{partial}} \subseteq Tr(H)$ such that $(1 - \varepsilon)|Tr(H)| \leq |T_{\text{partial}}| \leq |Tr(H)|$? We also require that the algorithm is output-polynomial in the sizes of $H$, $T_{\text{partial}}$ and $\frac{1}{\varepsilon}$. To our knowledge, there is no work on approximate algorithms for enumeration problems, but results on approximate counting problems may be applied [16].
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