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Abstract. Supervised classification is a spot/task of datang which consists
in building a classifier from a set of exampleselad by their class (learning
step) and then predicting the class of new examplith a classifier
(classification step). In supervised classificatieveral approaches were
proposed [16] such as: Induction of Decision Trdé], and Formal Concept
Analysis [7]. The learning of formal concepts isséd, generally, on the
mathematical structure of Galois lattice (or corségttice). The complexity of
generation of Galois lattice, limits the applicatifields of these systems [16].
In this paper, we present several methods of sigehclassification based on
Formal Concept Analysis. We present methods basedonoept lattice, sub
lattice and finally the cover of concepts.

Keywords. Formal Concept, Classification rules, Machine Leagnibata
mining.

1 Introduction

Formal Concept Analysis is a formalization of th@lgsophical notion of concept
defined as a couple of extension and compreherfi$&jnThe comprehension (called
also intention) makes reference to the necessady saifficient attributes which
characterizes this concept. The extension is afsetamples which made it possible
to find out the concept [16], [17].

The classification approach based on Formal Congealysis is a symbolic
approach allowing the extraction of correlatioresasons and rules according to the
concepts discovered from data. Classification gacess made up of two steps. In
the learning step, we organize the informationaeted from a group of objects in the
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form of a lattice. In the classification step, wetatmine the class of new objects that
are more or less deteriorated, based on the eatt@cincepts. Many learning methods
based on Formal Concept Analysis were proposedy asc GRAND [16], LEGAL
[12], [16], GALOIS [3], [4], [16], RULEARNER [16],[19], CIBLe [6], [16],
CLNN&CLNB [5], [16], [21], IPR [14], NAVIGALA [9], [10], [11] and more
recently CITREC[S].

Unfortunately, systems based on Formal Conceptysismencountered some
problems such as an exponential complexity (invtbeth case), a high error rate and
an over-fitting. Fortunately, boosting algorithm® &nown by improving the error
rate of any single learner.

In section 2, we present the basic notions of Fbmacept Analysis used
for classification purposes. In section 3, we pnéseveral methods of supervised
classification based on Formal Concept Analysiselvgking notions of concept
lattices [10], [16], sub-lattice [8], [10], [16] drfinally the cover of concept [14] ,
[15]. In section 4, a theoretical comparison ofthenethods is presented. Concluding
remarks with future work directions are also given.

2 Basic notions of Formal Concept Analysis

A formal context is a triplet k =@, A, R>, whereO = {04, 0,, ... ,0,} is a finite set of
elements called objects (instances, examplesy, { &, &, ..., a.} a finite set of
elements called properties (attributes) & a binary relation defined betweén
andA. The notation (g,m) , or R(g,m) = 1, means thaectbg verifies property m in
relationR [2], [7]. The context is often represented by assrtable or a binary-table
as shown in Table 1 (taken from [16]).

Table 1: Binary formal Context describing the relatiBrj16]

O\A
0
02
O3
04
Os
Og
O7
Let BLJO and CLI A two finite sets. For both sets B and C, operapo(B) ands (C)
are defined as [4]:
* ¢B):={m|Ug, glIB — (g.mUR:.
« §(C):={g|Um, mC— (g mUR}.
Operatorp defines the properties shared by all elements .0oOBerators defines
objects sharing the same properties included inCseDperatorsp and $ define a
Galois connection between sets B and C [6]. Theuwoperators are X"'&° ¢ (X)
and Y'=¢ ° 3 (Y). Finally, the closed sets (X, Y) are definedifiX=6 ° ¢ (X) and
Y=0°3(Y)[1], [2].

a, a5 ag a; ag CLASS

PRRRPRPRE R
OrRRFRPRFRRFRRFRRY
RPRORRPRR®
CORRRRER

ORPPFRPORPRPER

RPOORrRORBR

OCORrOrOoORrRN
OrOOrRFrO

NNNR R




Classification Methods Based on Formal Concept Analysis 11

A formal concept of the contextGs A, R> is a pair (B, C), where Bl O,
CUA, andf (B) =C andh (C) =B. Sets B and C are called respectively thealno
(extent) and range (intent) of the formal concépt [

From a formal context®, A, R>, we can extract all possible concepts. In
[8], we prove that the set of all concepts may bganized as a complete lattice
(called Galois lattice), when we define the follagipartial order relation << between
two concepts, (B C) << (B,, C) if and only if (B,[JB,) and (GLIC,). The
concepts (B C,)) and (B, G,) are called nodes in the lattice.

Figure 1 represents the concept lattice (Galoisicgt of the context
presented in Table 1 taken from [16].

| {{at},fo,02,03,04,06,06,0T)} |

[ tatadiotozotodosaf) | [ tis%.a3h 01,0203 08.08,07}}

[ttt otocseny | [ (azatadjotozcded) | [ (intadadashioladosom)) |
[ telsastasaniototont |[ fatadatatasiiotozott |[ (stadatadasiototo) || Hstadadabatliododod} |
[T aassa o | (oaamnsa o || [eadsssen] |

[ (atezadadabarat o) | {ata2edatabataljoly | {islaedadasabaf)iof) |

[ HelalaladeSabatB)0] |

Fig. 1. The Galois lattice trained from the context of [Eab

3 FCA based methodsfor classification

In this section, we present several methods ofrsigeel classification based on Formal
Concept Analysis by evoking notions of conceptdett [8], [16], sub-lattice [6] and
finally the cover of concept [14] , [15].
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3.1 Concept lattice based classification

The classification has to determinate the classe®f deteriorated objects. The Galois
lattice can be seen as a space of search in whiclewslve level to another, by
validation of the characteristics associated tocthecepts [8]. Navigation begins from
the minimal concept where all the classes are dates with the recognition and no
attributes are validated. Then we have to progcessept by concept in the Galois
lattice by validation of new attributes and conssgly reducing the whole of
remaining objects.

Many systems uses lattice concept based clasgificauch as: GRAND
[16], RULEARNER [16], [20], GALOIS [3], [4], [11]NAVIGALA [8], [9], [10] and
CITREC [5]. For example, the authors in [16] hapeled the system GRAND to the
previous formal context. They obtained only oneggated rule:

IFallDa20a30a4 THENL.

The common limit for the systems based on latti@ocept, is the
exponential complexity (temporally and spatiallf)generating the lattice [16]. Then
the navigation in huge research space becomes[badFor these reasons, many
researchers are oriented to the sub-lattice bdasdification.

3.2 Sub-lattice based classification

Systems like LEGAL [12], [16], CIBLe [6], [16] an@LNN&CLNB [5], [16], [21],
have the characteristic to build sub-lattice, whietiuces their theoretical complexity
and their times of execution. A sub-lattice is #esave and transitive reduction of
Galois lattice [9]. Classification based on sulbidatis similar to that started from a
lattice. The major difference between lattice badadsification and sub-lattice based
classification is the number of concepts generated.

For example, the authors of [16] have applied thstesn CIBLe to the
previous formal context. They obtained the suhbeeatbf figure 2. To extract rules
from the sup lattice, the authors of [16] are logkfor the pertinent concepts.

From the sub-lattice built by CIBLe, there are oryrules generated,
characterized by a rectangular representation (spartinent concept) in figure 2.
The rules are obtained by associating each selectazkpt to a major class giving by
a PPV function:

IFalUda20a4 THENL
IFallDa20a3 THENL
IFalODa30a6 THENL
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Fig. 2. The sub-lattice built by CIBLe on the previous cah{&=3) [16].

3.3 Cover based Classification

A concept cover is a part of the lattice containamdy pertinent concepts [14], [15].
The construction of cover concept is based on bkeurlgorithms which reduce the
complexity of learning. The concepts are extraciee by one. Each concept is given
by a local optimization of measure function (giviRgrtinent Concept). However,
rules are obtained from concepts. Each pertinemteqat with associated major class
constructs a rule.

The first method generating a concept cover wasohealled IPR (Induction
of Product Rules [14], [15]). Each pertinent cortcieygluced by IPR is given by a
local optimization of entropy function. The setspafrtinent generated concepts are
sorted from the more pertinent to the less pertined each pertinent concept induces
a rule as described previously.

[ 1 Lot 020304050607 |

[ 1250 (o7 o2 03,0408 ][ etazas)iotozodcdosy || alasstl ol o2otoT) ]

[ Tatazstasanotasss) ][ (aiazassiatiotozod) | (atazasssasiiozosch |

[ {{{at.a2a32¢ 25,2738} {c3}} || {{11.32:33&35.1617}.(31}] [ ({at.2223 20256 28)(c2}} |

[ T aai s s as e a8 0} ]
Fig. 3. The Cover Concept Built by IPR from the Initial Coxite

For example, applying the IPR method to the previformal context; we
obtain the concepts of figure 3.

1 CIBLe is a parametrable system, which limits thestarction of the sub-lattice concept by
indicating the level ‘h’. In the associated example have fixed h = 3.
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* Weka 3.5.7 - Explorer P
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Classifier
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Test options Classifier output
© Use training set
=== [lassifier model (full training set) ===
Supplied test set

Cross-validation === IIR rules ===

Fefoentage <k Vewillez consulter:

| Mare aptions.. * C:\Documents and Settings\Nida Meddouri\DB ENGELBERTtemp IRPregles.rgl pour 1'affichage des réy
Regle mméro 1 @ al a2 a3 ad a5 af a7 ==> CLA3Y : 1 Poids @ 0.0

Regle muméro 2 : al aZ a3 ad a5 af af ==» CLASS : 1 Poids : 0.0

Regle mméra 3 : al a2 a3 ad a5 a7 af ==> CLASY : 1 Poids : 0.0

Regle muméro 4 : al aZ a3 ad af ==» CLAS3 : 1 Poids : 0.0

Result list {right-click for options) Regle mméro & ¢ al a2 a4 ==> CLA%S : 1 Poidz : 0.721928

Regle muméro 6 : al a% af ==> CLA3S : 1 Poids : 0.81127%

Regle mméro 7 : al aZ a3 ==> CLiY3 : 1 Poids : 0.721928

Regle mméro & @ al a2 ad a5 a7 ==»> CLASS : 1 Polids : 0.918296

Regle mméro 9 : al aZ a3 af af ==> CLASS : 1 Poids : 0.918296

[Nom) CLASS v

[

Skatus

o \E\ P
Fig. 4. Rules generated with IPR from the Initial Contaxter WEKA )

As shown in figure 4, IPR generates 9 rules more 8RAND (only one rule) or
CIBLe (3 rules) from the initial context.

4. Discussion

In this paper, we have been interested by theifitzgon approach based on Formal
Concept Analysis. We have presented the methods NERAbased on concept
lattice), CIBLe (based on semi lattice of concemsd IPR (based on cover of
pertinent concepts). To compare the presented appes, table 2 presents a
theoretical comparison of these methods. Compardtet complexities of the other
methods [16], we remark that the IPR method hasetbetemporally complexity. We
remark also that the combination of methods idargely used.

Known the disadvantages of these listed methodsecéally their great
complexity, we think that future works should fooms designing new FCA based
methods that fix these problems. Certainly, sucthods should be faster in order to
compare it with well used classification method®¢Bion trees, Nearest Neighbor,
etc). Future work can focus also on the qualitghef classification rules. In fact we
plan to evaluate these methods on many machineihgadatasets. Accordingly, we

2 Available at http://www.cs.waikato.ac.nz/ml/Weka
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think that we can improve the error rate of the H@a%ed methods by acting on the
voting methods and the function allowing the sédecof the best concepts.

Table 2. Theoretical comparison of the presented methods.

Systems GRAND CIBLe IPR

Authors OOSTHUIZEN LIQUIRE M. MADDOURI M.
MEPHUNGUIFO E.

Kind of lattice Complete Sub-Lattice Cover

Algorithms Oosthuizen Bordat [Maddouri 2004]

Data Binary Numerical values Binary
Symbolic values

Number of classes Multi-classes Multi-classes Mcltisses

Selection of concepts Maximum  Height, function Entropy

Coherence selection

Combination of methods No K-PPV No

Knowledge learned Rules Rules Rules

Classification Vote K-PPV More weighted rules

Theoretical complexity o2 K) O (|L| x nf) with ~ O(r? x N x (m + n))

K = min (m, n} IL| : sub lattice

References

1. |. Bouzouita, S. Elloumi. Integrated Generic Assbora Rule Based Classifier. 18th
International Conference on Database and ExperteSs Applications: DEXA'07,
Workshops 2007, p514-518, Regensburg, Germany (2007)

2. J.P Bordat. Calcul pratique du treillies de Galdisd correspondence, Mathématiques &
Sciences Humaines winter .96, pp31-47 (1986).

3. C. Caprineto, G. Romano. GALOIS An order-theoreticrapph to conceptual clustering.
In proceedings of ICML'93, pp33-40, Amherst, USAI{11993),.

4. C. Caprineto, G. Romano. GALOIS: A lattice conceptahlstering system and its
application to browsing retrieval. Proceedings leé Tenth International Conference on
Machine Learning, MA: Morgan Kaufmann, pp 33-40, erst, USA (1993).

5. B. Douar, C. Latiri, Y. Slimani. Approche hybride diassification supervisée a base de
treillis de Galois: application & la reconnaissadeerisages. 8émes journées d’Extraction
et de Gestion des Connaissances: EGC'08, pp309-326, Rtance (2008),.

6. H. Fuet E. M. NGUIFO. Un algorithme de génératitas itemsets fermés pour la fouille
de données. 4emes journées d’Extraction et de dbestes Connaissances: EGC'04,
Clermont Ferrand (2004).

7. B. Ganter and R. Wille. Formal analysis Concept: Matécal Foundations, Springer
Verlag (1997).

8. S. Guillas, K. Bertet, J-M. Ogier. Reconnaissancsyteboles bruités a 'aide d’'un treillis
de Galois,Collogue International Francophone sur I'Ecrit eDiecument : CIFED'06,
pp85-90, Fribourg, Suisse (2006).

9. S. Guillas, K. Bertet, J-M. Ogier. Extension of Bdtslalgorithm for attributes. Concept

Lattices and Their Applications: CLA’07, Montpelljgfrance (2007).

% m’ means number of examples and ‘n’ means numbeattributes.



16

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

Nida Meddouri, Mondher Maddouri

S. Guillas, K. Bertet, J-M. Ogier. Comment utilisertieillis de Galois en reconnaissance
d’'images ? Atelier ECOI, 6émes journées d’Extracébmle Gestion des Connaissances:
EGC’06, pp31-36, Lille, France (2006).

M. J. Kearns, L. G. Valiant, A. Ehrenfeucht, D. Idaler. A General Lower Bound on the
Number of Examples Needed for Learning. Proceedioigthe 1988 Workshop on
Computational Learning Theory: COLT'88, pp139-154,TMVA, USA (1988).

M. Liquiere, E. Mephu nguifo. « LEGAL »: learningttv Galois Lattice. Actes des JFA,
pp93-113, Lannion, France (Avril 1990).

M. Liquiere, J. Sallatin. Structural machine leamiwith Galois lattices and Graphs. In:
Shavlik, J.W. (ed.), International Conference on Mae Learning: ICML'98, pp305-313,
Madison, Wisconsin, USA (1998).

M. Maddouri. Contribution & l'apprentissage conceptuel: une agproincrémentale
d’induction de regles a partir d'exemples. Théseldetorat en Informatique, soutenue le
29/05/2000. Faculté des Sciences de Tunis (2000).

M. Maddouri: Towards a machine learning approackebaon incremental concept
formation. Intelligent Data Analysis, Volume 8,ugs3, pp267-280 (2004).

E.M. Nguifo, P. Njiwoua. Treillis de concepts etssification supervisé .Technique et
Science Informatiques : TSI, Volume 24, Issue 4148-488 (2005).

A. Napoli, Extraction de connaissances, gestioncdenaissances et web sémantique.
INFORSID’03, Nancy, France (2003).

K. Nehme, F. Douzidia. Analysis of the formal copise applied to research of
information. IFT6255 (April 2003).

J.R. Quinlan. Induction of decision Trees. Machesrhing, Volumel, pp81-106 (1986).
M. Sahami. Learning classification Rules Using icats. N. Lavrac and S. Wrobel eds.,
pp343-346, Proc ECML, Heraclion, Crete, Greece (A\D5).

Z. Xie, W. Hsu, Z. Liu, M. Lee. Concept Lattice bds€omposite Classifiers for high
Predictability. Artificial Intelligence, vol. 139p253-267, Wollongong, Australia (2002).



