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Abstract. Supervised classification is a spot/task of data mining  which consists 
in building a classifier from a set of examples labeled by their class (learning 
step) and then predicting the class of new examples with a classifier 
(classification step). In supervised classification, several approaches were 
proposed [16] such as: Induction of Decision Trees [18], and Formal Concept 
Analysis [7]. The learning of formal concepts is based, generally, on the 
mathematical structure of Galois lattice (or concepts lattice). The complexity of 
generation of Galois lattice, limits the application fields of these systems [16]. 
In this paper, we present several methods of supervised classification based on 
Formal Concept Analysis. We present methods based on concept lattice, sub 
lattice and finally the cover of concepts. 

Keywords: Formal Concept, Classification rules, Machine Learning, Data 
mining. 

1   Introduction 

Formal Concept Analysis is a formalization of the philosophical notion of concept 
defined as a couple of extension and comprehension [16]. The comprehension (called 
also intention) makes reference to the necessary and sufficient attributes which 
characterizes this concept. The extension is a set of examples which made it possible 
to find out the concept [16], [17]. 

The classification approach based on Formal Concept Analysis is a symbolic 
approach allowing the extraction of correlations, reasons and rules according to the 
concepts discovered from data. Classification is a process made up of two steps. In 
the learning step, we organize the information extracted from a group of objects in the 
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form of a lattice. In the classification step, we determine the class of new objects that 
are more or less deteriorated, based on the extracted concepts. Many learning methods 
based on Formal Concept Analysis were proposed, such as: GRAND [16], LEGAL 
[12], [16], GALOIS [3], [4], [16], RULEARNER [16], [19], CIBLe [6], [16], 
CLNN&CLNB [5], [16], [21], IPR [14], NAVIGALA [9], [10], [11] and more 
recently CITREC[5]. 

Unfortunately, systems based on Formal Concept Analysis encountered some 
problems such as an exponential complexity (in the worth case), a high error rate and 
an over-fitting. Fortunately, boosting algorithms are known by improving the error 
rate of any single learner. 

In section 2, we present the basic notions of Formal Concept Analysis used 
for classification purposes. In section 3, we present several methods of supervised 
classification based on Formal Concept Analysis by evoking notions of concept 
lattices [10], [16], sub-lattice [8], [10], [16] and finally the cover of concept [14] , 
[15]. In section 4, a theoretical comparison of these methods is presented. Concluding 
remarks with future work directions are also given. 

2   Basic notions of Formal Concept Analysis 

A formal context is a triplet k = <O, A, R>, where O = {o1, o2, … ,on} is a finite set of 
elements called objects (instances, examples), A = { a1, a2, …, am} a finite set of 
elements called properties (attributes)  and R is a binary relation defined between O 
and A. The notation (g,m) , or R(g,m) = 1, means that object g verifies property m in 
relation R [2], [7]. The context is often represented by a cross-table or a binary-table 
as shown in Table 1 (taken from [16]). 

Table 1: Binary formal Context describing the relation R [16] 

O\A a1 a2 a3 a4 a5 a6 a7 a8 CLASS 
o1 1 1 1 1 1 1 1 0 1 
o2 1 1 1 1 1 1 0 1 1 
o3 1 1 1 1 1 0 1 1 1 
o4 1 1 1 1 0 1 0 0 1 
o5 1 1 0 1 1 0 1 0 2 
o6 1 1 1 0 1 0 0 1 2 
o7 1 0 1 0 0 1 0 0 2 

Let B⊆ O and C⊆  A two finite sets. For both sets B and C, operators φ (B) and δ (C) 
are defined as [4]:  

• φ(B) := {m |∀ g, g∈B → (g,m)∈R}. 
• δ(C) := {g |∀ m, m∈C → (g,m)∈R}. 

Operator φ defines the properties shared by all elements of B. Operator δ defines 
objects sharing the same properties included in set C. Operators φ and δ define a 
Galois connection between sets B and C [6]. The closure operators are X”= δ ° φ (X) 
and Y”= φ ° δ (Y). Finally, the closed sets (X, Y) are defined as if X= δ ° φ (X) and 
Y= φ ° δ (Y) [1], [2]. 
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A formal concept of the context <O, A, R> is a pair (B, C), where B⊆ O, 
C⊆ A, and f (B) =C and h (C) =B. Sets B and C are called respectively the domain 
(extent) and range (intent) of the formal concept [2]. 

From a formal context <O, A, R>, we can extract all possible concepts. In 
[8], we prove that the set of all concepts may be organized as a complete lattice 
(called Galois lattice), when we define the following partial order relation << between 
two concepts, (B1, C1) << (B2, C2) if and only if (B1 ⊆ B2) and (C2 ⊆ C1). The 
concepts (B1, C1) and (B2, C2) are called nodes in the lattice.   

Figure 1 represents the concept lattice (Galois lattice) of the context 
presented in Table 1 taken from [16]. 

 

Fig. 1. The Galois lattice trained from the context of Table 1 

3   FCA based methods for classification  

In this section, we present several methods of supervised classification based on Formal 
Concept Analysis by evoking notions of concept lattices [8], [16], sub-lattice [6] and 
finally the cover of concept [14] , [15]. 
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3.1   Concept lattice based classification 

The classification has to determinate the class of new deteriorated objects. The Galois 
lattice can be seen as a space of search in which we evolve level to another, by 
validation of the characteristics associated to the concepts [8]. Navigation begins from 
the minimal concept where all the classes are candidates with the recognition and no 
attributes are validated. Then we have to progress concept by concept in the Galois 
lattice by validation of new attributes and consequently reducing the whole of 
remaining objects. 

Many systems uses lattice concept based classification such as: GRAND 
[16], RULEARNER [16], [20], GALOIS [3], [4], [11], NAVIGALA [8], [9], [10] and 
CITREC [5]. For example, the authors in [16] have applied the system GRAND to the 
previous formal context. They obtained only one generated rule:  

 

IF a1 ∧ a2 ∧ a3 ∧ a4 THEN 1.  

 
The common limit for the systems based on lattice concept, is the 

exponential complexity (temporally and spatially) of generating the lattice [16]. Then 
the navigation in huge research space becomes hard [13]. For these reasons, many 
researchers are oriented to the sub-lattice based classification. 

3.2   Sub-lattice based classification 
 

Systems like LEGAL [12], [16], CIBLe [6], [16] and CLNN&CLNB [5], [16], [21], 
have the characteristic to build sub-lattice, which reduces their theoretical complexity 
and their times of execution. A sub-lattice is a reflexive and transitive reduction of 
Galois lattice [9]. Classification based on sub-lattice is similar to that started from a 
lattice. The major difference between lattice based classification and sub-lattice based 
classification is the number of concepts generated.  

For example, the authors of [16] have applied the system CIBLe to the 
previous formal context. They obtained the sub-lattice of figure 2. To extract rules 
from the sup lattice, the authors of [16] are looking for the pertinent concepts. 

From the sub-lattice built by CIBLe, there are only 3 rules generated, 
characterized by a rectangular representation (means pertinent concept) in figure 2. 
The rules are obtained by associating each selected concept to a major class giving by 
a PPV function:  

 
IF a1 ∧ a2 ∧ a4 THEN 1. 
IF a1 ∧ a2 ∧ a3 THEN 1. 
IF a1 ∧ a3 ∧ a6 THEN 1. 
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Fig. 2. The sub-lattice built by CIBLe on the previous context (h=3)1 [16]. 

3.3   Cover based Classification 

A concept cover is a part of the lattice containing only pertinent concepts [14], [15]. 
The construction of cover concept is based on heuristic algorithms which reduce the 
complexity of learning. The concepts are extracted one by one. Each concept is given 
by a local optimization of measure function (giving Pertinent Concept). However, 
rules are obtained from concepts. Each pertinent concept with associated major class 
constructs a rule.  

The first method generating a concept cover was the so-called IPR (Induction 
of Product Rules [14], [15]). Each pertinent concept induced by IPR is given by a 
local optimization of entropy function. The sets of pertinent generated concepts are 
sorted from the more pertinent to the less pertinent and each pertinent concept induces 
a rule as described previously.  

 

 
Fig. 3. The Cover Concept Built by IPR from the Initial Context 

  
 For example, applying the IPR method to the previous formal context; we 

obtain the concepts of figure 3. 
                                                           

1 CIBLe is a parametrable system, which limits the construction of the sub-lattice concept by 
indicating the level ‘h’. In the associated example, we have fixed h = 3.  
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Fig. 4.  Rules generated with IPR from the Initial Context under WEKA2 

 
As shown in figure 4, IPR generates 9 rules more than GRAND (only one rule) or 

CIBLe (3 rules) from the initial context. 

4.   Discussion 

In this paper, we have been interested by the classification approach based on Formal 
Concept Analysis. We have presented the methods GRAND (based on concept 
lattice), CIBLe (based on semi lattice of concepts) and IPR (based on cover of 
pertinent concepts). To compare the presented approaches, table 2 presents a 
theoretical comparison of these methods. Compared to the complexities of the other 
methods [16], we remark that the IPR method has the less temporally complexity. We 
remark also that the combination of methods is not largely used. 

Known the disadvantages of these listed methods, especially their great 
complexity, we think that future works should focus on designing new FCA based 
methods that fix these problems. Certainly, such methods should be faster in order to 
compare it with well used classification methods (Decision trees, Nearest Neighbor, 
etc). Future work can focus also on the quality of the classification rules. In fact we 
plan to evaluate these methods on many machine learning datasets. Accordingly, we 

                                                           
2 Available at http://www.cs.waikato.ac.nz/ml/Weka 
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think that we can improve the error rate of the FCA based methods by acting on the 
voting methods and the function allowing the selection of the best concepts. 

Table 2. Theoretical comparison of the presented methods. 

Systems GRAND CIBLe IPR 
Authors OOSTHUIZEN LIQUIRE M. 

MEPHUNGUIFO E. 
MADDOURI M. 

Kind of lattice Complete Sub-Lattice Cover 
Algorithms Oosthuizen Bordat [Maddouri 2004] 
Data Binary Numerical values 

Symbolic values 
Binary 

Number of classes Multi-classes Multi-classes Multi-classes 
Selection of concepts Maximum 

Coherence 
Height, function 

selection 
Entropy 

Combination of methods No K-PPV No 
Knowledge learned Rules Rules Rules 
Classification Vote K-PPV More weighted rules 
Theoretical complexity O(2k × k4 )  

K = min (m, n)3 
O (|L| × m3) with 
|L| : sub lattice 

O(n2 × m2 × (m + n)) 
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